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Competences 

 

Course description: 

Basics of information theory, entropy, variable length source coding, Huffman code. The 

communication channel: conditional entropy, mutual information, channels and their capacities, 

decoding, ideal observer. Basics of error-correcting codes: Galois fields, vector spaces. Linear codes: 

Hamming code, orthogonal and first order Reed-Müller code. Cyclic codes. Data compression. 

Theoretical limits of compression. Arithmetic coding. Important compression techniques: Lempel-Ziv 

algorithms, the Burrows-Wheeler method. Elements of cryptology. Classical encryptions. Model of 

algorithmic attacks and cryptanalysis of classical encryptions. DES and AES. Public key encoding: 

basics and the RSA algorithm. 
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