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Course description: 

Fuzzy sets, fuzzy quantitites, fuzzy numbers. Triangular norms. Triangular conorms. Operations of 

fuzzy sets. Linguistic variables. Fuzzy implication operators. Zadeh extension principle. Possibility 

and necessity. Averaging operators. Compositional rule of implication. Simplied fuzzy inference. 

Neural networks. Perceptron learning rule. Delta learning rule with linear transfer function. Delta 

learning rule with semilinear transfer function. Generalized delta rule. Kohonen’s rule. 

Approximation capability of multilayer neural networks. Fuzzy neural networks. Approximating 

functions with fuzzy neural networks. Fine tuning shape parameters of fuzzy sets with neural 

networks. ANFIS architecture for the Takagi-Sugeno scheme. Sensitivity analysis of fuzzy neural 

networks. 
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