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Course description: 

The main goal of the course is to provide comprehensive knowledge about the features and 

architectures of storage systems designed for data centers; beginning from the properties of storage 

elements (SATA, SAS, SSD, tape) through their physical and logical data security levels (RAID, 

Logical Volume Managers), and ending with the basics of distributed network filesystems (such as 

GlusterFS). The architecture of storage systems (DAS, NAS, SAN) and then the applied protocols 

(iSCSI, FC, FCoIP) as well as various storage virtualization techniques are presented. Further major 

topics: Information Lifecycle Management, backup policies, high availability systems and disaster 

tolerant solutions, public cloud storages (Amazon, Google, Microsoft), self-hosted solutions (e.g. 

OwnCloud and Pydio), and storages for server environments (such as Ceph, FreeNAS, OpenFiler) 

based on clouds. 
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